
Introduction 
Bayesian inference is a well-established statisti-
cal technique used to solve a wide range of in-

verse problems. For the great majority of practi-
cal problems, it is not possible to formulate the 
posterior distribution analytically and the most 
practical manner to solve the problem is by using 

sampling techniques. 

Metropolis-Hastings algorithm that belongs to the 
class of Markov Chain Monte Carlo (MCMC) is 
very suitable to sample the posterior distribution 
because it is not necessary to know the normali-
zation constant that arise from the Bayes theo-

rem. However, its application in the probabilistic 
history matching problem can be prohibitive due 
to the very high computational cost involved be-
cause the algorithm requires a high number of 

samples to reach convergence. 

The purpose of this work is to replace the flow 
simulator by proxy models generated by artifici-
al neural network (ANN) to make feasible the 
application of the sampling algorithm in the his-
tory matching. An iterative procedure combining 

MCMC sampling and ANN training is proposed. 
The proposed procedure was successfully appli-
ed to a reservoir model with 16 uncertain attri-

butes and promising results were obtained. 

Methodology 

The key idea of this work is to propose an itera-
tive procedure for Bayesian history matching 
using Markov chain Monte Carlo and artificial 
neural network. The proposed procedure is divi-
ded into two main stages: MCMC sampling and 

ANN training. The two stages (that consists of one 
iteration) are carried out sequentially, i.e, a sam-
pling stage is followed by an ANN training and 

vice-versa (Fig. 1). 

The general steps of the methodology are: 

1) To sample an initial set of points from the 
prior distribution in order to train the first 
neural network. These initial samples are 

generated using Latin Hypercube sampling 
method. This generates the data set (for trai-

ning and testing) for the first ANN set. 

2) Using the Metropolis-Hastings MCMC algo-
rithm, generate a chain of length n using the 

proxy output to compute the likelihood. 

3) Select m models from the chain generated 
previously. The procedure consists of selecting 

a given number of equally spaced points 
from the Markov chain. The distance between 
two consecutive points depends on the size of 
the chain and depends on the number of de-
sired points. In the sequence, the selected 

models are run using the reservoir simulator 
to compute the target output data used to 

retrain the ANN. 

4) Retrain the ANN with the new points genera-
ted in Step 3. The topology defined in the 

first training is kept in the following iterations. 
In order to define the best ANN topology, an 
automatic procedure was developed for the 
first ANN training (details can be found in 

Maschio and Schiozer, 2014). 

5) Repeat Steps 2, 3 and 4, which comprise one 
iteration of the method, until the stop criterion 
(the maximum number of iteration Niter) is 

reached. 

6) Assessment of the results. The last Markov 

chain generated in the process is used to 
evaluate the results. The models after the 
burn-in period are utilized to build a cumula-
tive probability curve of the corresponding 

OF values. 

This curve is used to select n equally spaced per-
centiles between two chosen extreme values, for 
example, between P10 and P90. The models 
corresponding to the selected percentiles are 
submitted to the reservoir simulator and the simu-

lation outputs are considered as the final result, 

assessed in terms of uncertainty reduction. 

Application 
The proposed procedure was applied to a rea-
listic reservoir model, shown in Fig. 2. The reser-

voir model was discretized in a corner-point grid 
with 90×110×5 blocks, 60 m in size in the x and 
y directions (5400 x 6600 m2) and 15 m (on the 
average) in the z direction and has 123 x 106 m3 
of oil in place. There are 16 uncertain attributes. 

Nine of them are porosity and permeability (Kx 
and Kz) multipliers in three facies. The other are 
four fault transmissibility multipliers and three 
exponent of relative permeability of water consi-
dering the Corey model. A combination of these 
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Figure 1: MCMC sampling and ANN training. 

Figure 2: Permeability (mD) of the reservoir model 

studied (Maschio and Schiozer, 2014). 
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attributes was used as reference model to gene-
rate synthetic history data for a period of 10 

years. 

Results 
An example of the retraining result is shown in 
Fig. 3, which gives a cross plot for two consecuti-
ve iterations (1 and 2). The points represented 
by stars were used as test point in the first itera-

tion. In the second iteration, these points were 
used to retrain the ANN and the circles shows the 
results improvement, in terms of correlation coef-
ficient and MSE reduction. Fig. 3 shows that ANN 
is learning as new points are extracted from the 

current chain and presented in next training sta-

ge. 

In order to test the accuracy of the ANN, a shor-
ter chain (1000 samples) was generated using 
the flow simulator output to compute the OF valu-

es. The starting point, the proposal distribution 
and its corresponding scaling factor were the 
same used to generate the chains with ANN 
proxy model. The comparison of the results is 
shown in Fig. 4. The histogram shows that the 

frequency of the OF values corresponding to the 
chain generated in iteration 5 using the ANN 
proxy model is very similar to the frequency of 
the OF values computed using the reservoir simu-
lator output. It can also be seen that the frequen-

cy corresponding to the first chain (iteration 1) is 
quite different from those generated using the 
reservoir simulator. This highlights the improve-

ment from iteration 1 through 5. 

To assess the results in terms of uncertainty reduc-
tion in the production forecast, the set of models 
obtained from Step 6 were extrapolated 10 

years after the end of history period. Figure 5 
shows, for five wells, a box plot for cumulative 

water after 20 years of production. 

More details about this work can be found in 
Maschio and Schiozer (2014). 

 
Final remarks 

In this work, a new iterative procedure was de-
veloped for Bayesian history matching using arti-
ficial neural network in conjunction with MCMC 
method. The proposed method allows a signifi-
cant decrease in the computational effort, ma-

king feasible the treatment of the history mat-
ching as a probabilistic approach. The incremen-
tal training process proposed allowed an in-
crease on the ANN accuracy in the search space 
sampled by the Metropolis-Hastings algorithm, 

generating reliable results. The application of the 
method to a realistic synthetic case showed that 
the use of ANN adequately trained can make 
feasible the application of MCMC-based me-
thods to the Bayesian history matching problem, 

allowing uncertainty reduction in prediction fore-
cast under a probabilistic and consistent fra-

mework. 
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Figure 3: Cross plot for two consecutive iterations 

(green stars: Iteration 1; blue circles: Iteration 2) 

Figure 5: Box plot for cumulative water after 20 years 

of production comprising history (10 years) and fore-

casting (10 years) periods 

Figure 4: Comparative OF histograms from the itera-

tions 1 and 5 (ANN) and from the reservoir simulator 
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